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ABSTRACT

A fully unified parameterization of boundary layer and moist convection (shallow and deep) is presented.

The new parameterization is based on the stochastic multiplume eddy-diffusivity/mass-flux (EDMF) ap-

proach, which distinguishes between convective plumes and nonconvective mixing. The convective plumes

represent both surface-forced updrafts and evaporatively driven downdrafts. The type of convection (i.e., dry,

shallow, or deep) represented by the updrafts is not defined a priori, but rather depends on the near-surface

updraft properties and the stochastic interactions between the plumes and the environment through lateral

entrainment. Consequently, some updrafts may contribute only to the nonlocal transport within the subcloud

layer, while others may condense and form shallow or even deep convection. Such a formulation is void of

trigger functions and additional closures typical of modular parameterizations. The updrafts are coupled to

relatively simple warm-, mixed-, and ice-phase microphysics. Each precipitating updraft forms a downdraft

driven by the evaporation of detrained precipitation. The downdrafts control the development of cold pools

near the surface that can invigorate convection. The new parameterization is tested in a single-column model

against large-eddy simulations (LESs) for cases representing weakly precipitating marine convection and the

diurnal cycle of continental deep convection. The results of these EDMF experiments compare well with the

LES reference simulations. In particular, the transitions between the different dominant convection regimes

are realistically simulated.

1. Introduction

State-of-the-art general circulation models (GCMs)

cannot explicitly resolve the scales of motion smaller

than O(10–100) km, as dictated by their limited hori-

zontal resolution. Therefore, to realistically simulate

the dynamics of Earth’s atmosphere, the unresolved

processes have to be parameterized. In GCMs, repre-

sentation of these processes is typically split into sep-

arate parameterizations for the planetary boundary

layer, shallow convection, and deep convection, in ad-

dition to cloud microphysics and macrophysics (e.g.,

Neale et al. 2012; ECMWF 2017). Often these param-

eterizations are built on different theoretical foun-

dations. For example, the bedrock of boundary layer

parameterization in GCMs is the eddy-diffusivity ap-

proach (e.g., Mellor and Yamada 1974, 1982; Teixeira

and Cheinet 2004; Bretherton and Park 2009). On the

other hand, shallow and deep convection parame-

terizations heavily rely on the mass-flux approach (e.g.,

Arakawa and Schubert 1974; Tiedtke 1989; Emanuel

1991; Bechtold et al. 2008; Wagner and Graf 2010;

Yoshimura et al. 2015), which assumes that subgrid

convective mixing can be represented by convective

plumes embedded in a quiescent environment. Con-

vective and large-scale cloud microphysics parameter-

izations are also modular. Convective microphysics is

treated as part of the mass-flux model, and a separate

parameterization is used for representing large-scale

microphysics effects outside convective cores (e.g., Lin

et al. 1983; Skamarock et al. 2008; Rienecker et al.

2008; ECMWF 2017). This general modular approach

for parameterization leads to severe inconsistencies.

For example, such fragmentation often calls for addi-

tional criteria for activating certain parameterizations

(i.e., trigger functions), which need to be accompanied

by a set of additional closure assumptions. As a re-

sult, GCMs struggle to represent gradual transitions

between dominant convective regimes, for example,

between shallow and deep convection, because trigger

functions are often designed to switch abruptly be-

tween different parameterizations. The above problemsCorresponding author: Kay Suselj, kay.suselj@jpl.nasa.gov
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contribute significantly to large uncertainties in GCM

results (e.g., Jakob and Siebesma 2003). In this context,

it has been suggested (e.g., Teixeira et al. 2008) that

several of these coupling and modularity issues can be

addressed by unifying boundary layer, shallow, and

deep convection parameterizations.

To better understand the issues involved, it is in-

structive to study how a typical GCM represents a well-

mixed subcloud layer topped by a moist convective

layer. For this type of case, turbulence below the cloud

base is usually parameterized with the boundary layer

model, whereas moist convection aloft is described

with the mass-flux parameterization. Merging these

two models poses significant challenges since it is un-

clear how to smoothly transition from one to the other

at cloud base. The problem is solved by introducing

a cloud-base closure, which determines the properties

of convective updrafts at cloud base and thus the

boundary conditions for mass-flux parameterization.

To represent the onset of shallow convection and

the transition to deep convection, additional criteria

for when these events occur have to be defined. Be-

cause the transition occurs gradually, the conditions for

the transition are unclear (e.g., Guichard et al. 2004).

As a result, GCMs have notorious difficulties correctly

representing the diurnal cycle and the magnitude of

continental convection (e.g., Guichard et al. 2004;

Grabowski et al. 2006; Couvreux et al. 2015). Similar

problems exist for other transitions associated with

the evolution of the planetary boundary layer. For in-

stance, models struggle to accurately represent the

transition between the subtropical stratocumulus and

shallow convection (e.g., Teixeira et al. 2011), which in

turn yields significant uncertainty in the cloud radiative

feedback (e.g., Bony andDufresne 2005; Karlsson et al.

2008). Guichard et al. (2004) argued that the key to

improving the representation of these transitions is a

better representation of different convective regimes,

including shallow and deep convection.

It appears that many, if not most, of these problems

can be remedied by using a consistent subgrid-scale

parameterization that represents turbulence, convec-

tion, condensation, and even microphysics, as well as

their mutual interactions, within a unified framework. A

number of attempts to merge the boundary layer and

shallow convection parameterizations have been docu-

mented in the literature (e.g., Lock et al. 2000; Hourdin

et al. 2002; Golaz et al. 2002a,b; Cheinet and Teixeira

2003; Suselj et al. 2012, 2013, 2014; Angevine et al. 2018;

Suselj et al. 2019). One such approach, which has be-

come increasingly popular, is based on the eddy-

diffusivity/mass-flux (EDMF) approximation (Siebesma

and Teixeira 2000; Teixeira and Siebesma 2000; Soares

et al. 2004; Angevine 2005; Siebesma et al. 2007; Rio and

Hourdin 2008; Pergaud et al. 2009; Neggers et al. 2009;

Neggers 2009; Witek et al. 2011a,b; Suselj et al. 2012,

2013; Neggers 2015; Bhattacharya et al. 2018; Tan et al.

2018; Suselj et al. 2019). Several attempts to combine

shallow and deep convection within a consistent

framework have also been undertaken (Bechtold et al.

2001; Kuang and Bretherton 2006; Hohenegger and

Bretherton 2011; D’Andrea et al. 2014).

This paper describes a new unified parameterization

that allows for a comprehensive and numerically effi-

cient representation of atmospheric convection. It is

based on an existing EDMF framework designed for

simulating the boundary layer and shallow convection

(Suselj et al. 2013, 2019), here extended to moist deep

convection. The parameterization employs a multi-

plume approach in which different types of convection

can coexist within the subgrid domain. An important

model feature is that it facilitates continuous transi-

tions between the dominant convective regimes, un-

like more traditional approaches (e.g., Tiedtke 1989).

The skill of the proposed parameterization is evaluated

by means of single-column model (SCM) simulations

performed for two moist convection cases, results of

which are compared against large-eddy simulations

(LESs). The two cases are the Rain in Cumulus over the

Ocean (RICO) (van Zanten et al. 2011), representing

weakly precipitating marine convection, and the Large-

Scale Biosphere–Atmosphere (LBA) (Grabowski et al.

2006; Kurowski et al. 2018), which represents a diurnal

cycle of moist convection over land.

The paper is organized as follows. Section 2 describes

the main features of the model that allow for the simu-

lation of moist deep convection, the shallow-to-deep

convection transition, and the interactions between

convection and stratiform clouds. In section 3 we eval-

uate the new parameterization with respect to the two

mentioned test cases. Finally, in section 4 we provide the

summary and conclusions. The appendixes provide the

additional details of the model implementation.

2. Description of the unified EDMF model

To represent all types of the surface-forced convec-

tion and the associated processes in a consistent manner,

we develop a unified model that builds on the stochastic

multiplume EDMF shallow convection model described

in detail in Suselj et al. (2013, 2019). New components of

the unified parameterization include (i) ice- and mixed-

phase physics, (ii) microphysical processes represent-

ing rain formation within convective updrafts, (iii)

convective downdrafts driven by the evaporation of

precipitation detrained from the updrafts, (iv) effects
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of cold pools on convection, and (v) cloud formation in

the nonconvective environment.

Figure 1 schematically illustrates three archetypal

forms of atmospheric convection. These include dry

convection, shallow nonprecipitating convection, and

deep precipitating convection. In the tropics, they are

different stages of the convective diurnal cycle over land

(e.g., Guichard et al. 2004; Grabowski et al. 2006). By

analogy, in the EDMF model, convection is parame-

terized by an ensemble of laterally entraining updrafts

originating near the surface. In the dry convection stage,

all the updrafts terminate before reaching their lifting

condensation level. In the shallow convection stage,

some of the updrafts succeed to reach their condensa-

tion level and continue rising as moist updrafts repre-

senting shallow cumulus clouds. In the model, the phase

of condensed water is a function of temperature. In

the deep convection stage, the updrafts can reach even

higher and start to precipitate. A microphysical scheme

resembling the autoconversion process represents pre-

cipitation formation. A fraction of precipitation falls

through the updrafts and the rest of it detrains and forms

convective downdrafts. These downdrafts are fueled by

negative buoyancy production due to the evaporation of

precipitation. Near the surface, the downdrafts incite the

formation of cold pools. Once the cold pools intensify,

they begin to enhance the growth of subsequent con-

vective updrafts by organizing them into larger clusters,

and by modifying their surface conditions. The effect of

updraft clustering is represented by reducing their lat-

eral entrainment. Positive feedback between the cold

pool formation and convection promotes a rapid tran-

sition to the deep convection stage. The EDMF model

also represents partial cloudiness in the nonconvective

environment.

The model is designed such that (under favorable

conditions) the multiple convective updrafts include dry

convective updrafts and nonprecipitating and precipi-

tating moist updrafts (that are both a natural extension

of dry updrafts), all within the same subgrid domain.

The termination height for each individual updraft and

thus its ability to form condensation and precipitation

depends only on its thermodynamic conditions and

stochastic interactions with the environment.

For the remainder of this section, we provide an

overview of the SCM model in which the stochastic

multiplume EDMF parameterization was implemented.

Next, we describe the details of the unified EDMF pa-

rameterization. The description of the numerical imple-

mentation can be found in the appendixes.

a. Overview of the SCM framework

A complete set of the SCM prognostic equations

describing the state of the atmosphere includes the

equations for the grid-mean moist conserved variables:

total water mixing ratio (qt 5 qy 1 ql 1 qi, where qy, ql,

and qi are mixing ratios of water vapor, cloud liquid,

and cloud ice water, respectively) and ice–liquid water

FIG. 1. Schematic of three archetypes of convection as represented by the EDMF model: (left) dry, (middle) shallow, and (right) deep

convection. Vertical red arrows denote convective updrafts that can condense after reaching the lifting condensation level (LCL). Vertical

blue arrows denote downdrafts associated with the precipitating updrafts. The horizontal arrow in the right panel indicates cold pools that

can affect the properties of newly formed updrafts. Small gray circular arrows denote local turbulence in the nonconvective environment.

Stratiform cloudiness is shown for the shallow and deep convective types.
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potential temperature [uli 5 u2 (Llql 1Liqi)(cpp)
21,

where u is the potential temperature, p the Exner

function, and Ll and Li the latent heats of evaporation

and sublimation of water, respectively], the two hori-

zontal components of wind speed (u and y), and turbulent

kinetic energy (TKE). Water condensate is split into the

cloud (i.e., suspended) and precipitating parts, of which

only the cloud part is used in the definition of moist con-

served thermodynamic variables. The Reynolds-averaged

conservation equation for the prognostic variables in the

anelastic framework can be written as

›u
›t

52
1

r

›

›z
(rw0u0)|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Subgrid vertical mixing

2 �
3

k51

uk ›u
›xk|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Large - scale advection

1 Su|{z}
Other sinks or sources

,
(1)

where u5 fuli, qt, u, yg represents any of the four

prognostic variables, xk 5 fx, y, zg the two horizontal

directions and one vertical direction in Cartesian coor-

dinates, uk 5 fu, y, wg are the velocity components

along these directions, r is base-state dry-air density, and Su

is the source term corresponding to variableu. In the SCM
model, the source term for thermodynamic variables in-

cludes radiative cooling or heating (which is nonzero only

for uli, and is here prescribed for the RICO case and set to

zero for the LBA case) and microphysical source terms

(which are computed in the SCM model). Following van

Zanten et al. (2011), source terms for the horizontal

wind speed components for the RICO case are com-

puted from the deviation of the grid-mean wind from

the geostrophic wind speed [i.e., Su 5 f (y2 yg) and

Sy 52f (u2ug), where ug and yg are prescribed geo-

strophic wind speed components, and f is the Coriolis

parameter]. For the LBA case, they are prescribed

as in Grabowski et al. (2006) by nudging the wind

components toward their reference profile [i.e., Su 5
(uref 2 u)/tref and Sy 5 (yref 2 y)/tref , where uref , yref , and

tref are prescribed reference wind speed components

and nudging time scale].

A prognostic equation for TKE, which is used to

model subgrid-scale motions in the nonconvective en-

vironment (see section 2d), is written as

›e

›t
5 2 �

K

k51

u k ›e

›xk|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Large-scale advection

2
1

r

›

›z
(rw0e0)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

Subgrid vertical mixing

2u0w0 ›u
›z

2 y0w0 ›y
›z|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Shear production

1
g

u
0

w0u0y|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Buoyancy production

2«|{z}
Dissipation

,
(2)

where e is the grid-mean TKE, and the rhs terms rep-

resent, respectively, large-scale advection, subgrid ver-

tical mixing, shear production, buoyancy production/

consumption, and the dissipation rate. The dissipation

rate « is modeled as

«52c
«

e3/2

l
«

, (3)

where c« 5 0:16 is a constant, and symbol l« represents

the dissipation length scale, which combines two length

scales as described in Suselj et al. (2019). The first length

scale is the surface length scale that is proportional to

the distance from the surface. The second one is defined

following Mellor and Yamada (1974) and is propor-

tional to the ratio of the first and zeroth moments of the

profile of square root of TKE.

b. EDMF parameterization

The main idea behind the multiplume EDMF ap-

proach is to decompose the horizontal subgrid area into

an ensemble of convective plumes and the remaining

nonconvective environment. The plume ensemble con-

sist of N updrafts (denoted by n 5 1, . . . , N) and M

downdrafts (denoted by m 5 1, . . . , M). In the model,

the fractional updraft area of an individual plume is

small and therefore we assume a uniform distribution

of the model variables within each convective plume.

This is often referred as the top-hat assumption (e.g.,

Siebesma and Cuijpers 1995). In the nonconvective en-

vironment, the distributions of moist-conserved ther-

modynamic variables are assumed to be normal. These

assumptions about the distributions of the model vari-

ables within the convective plumes and within the non-

convective environment are consistently used when

computing the subgrid-scale fluxes and the cloudmacro-

and microphysical processes.

In this EDMF framework, the grid-mean value of any

variable u is the sum of area-weighted contributions

from all the components at a given level:

u5 �
N

n51

a
un
u

un
1 �

M

m51

a
dm
u

dm
1 a

e
u
e
, (4)

where the subscripts un, dm, and e denote mean values

from the nth updraft, mth downdraft, and the environ-

ment, respectively, and aun, adm, and ae are their corre-

sponding fractional areas. Similar equations can be

written for the source terms:

Su 5 �
N

n51

a
un
Su,un

1 �
M

m51

a
dm
Su,dm

1 a
e
Su,e , (5)
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where Su,un, Su,dm, and Su,e represent the source terms for

u in the nth updraft, mth downdraft, and environment,

respectively. By definition, the sum of all fractional

areas equals unity:

�
N

n51

a
un
1 �

M

m51

a
dm

1 a
e
5 1: (6)

Following Suselj et al. (2019) the subgrid-scale fluxes

are computed as a sum of four components:

w0u0 5 a
e
w0u0j

e|fflfflfflffl{zfflfflfflffl}
Eddy diffusivity

1 �
N

n51

a
un
(u

un
2u)(w

un
2w)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Updraft MF

1 �
M

m51

a
dm
(u

dm
2u)(w

dm
2w)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Downdraft MF

1 a
e
(u

e
2u)(w

e
2w)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Environmental MF

, (7)

where the rhs terms represent, respectively, local

turbulence in the environment, mass flux from the

convective updrafts, mass flux from the convective

downdrafts, and mass flux from the subsiding environ-

ment. Because the local turbulence in the environment

is modeled with the downgradient eddy-diffusivity ap-

proach (see below) it is usually referred to as the eddy-

diffusivity term. Given the assumption that the plumes

are horizontally homogeneous, Eq. (7) represents the

exact decomposition of the subgrid fluxes into the four

components (e.g., Suselj et al. 2019).

Local turbulence in the environment is parameter-

ized as

w0u0j
e
52lu

ffiffiffi
e

p ›u
›z

, (8)

where lu is the mixing length that combines the surface-

layer mixing length and the TKE-based mixing length

(Teixeira and Cheinet 2004), weighted by a function of

Richardson number. The model distinguishes between

the mixing lengths for the momentum components

and for the thermodynamic variables so that their ratio

(which can be interpreted as the Prandtl number) fol-

lows the stability dependence from the quasi-normal

scale elimination theory (Sukoriansky et al. 2005, 2006).

A detailed formulation of lu can be found in Suselj et al.

(2019). Equation (8) is a simplification of the one from

Suselj et al. (2019). Here the subgrid flux of variable u is

proportional to the vertical gradient of its grid-mean

value, while in Suselj et al. (2019) it is proportional to the

vertical gradient ofu in the nonconvective environment.

These two formulations yield similar fluxes when the

cumulative fractional area of convective plumes is small.

For simplicity, the subgrid transport of TKE is mod-

eled with the eddy-diffusivity approximation:

w0e0 52l
e

ffiffiffi
e

p ›e

›z
, (9)

where le equals the mixing length for momentum. For

testing purposes, we also modified the TKE transport

to include the mass-flux terms, but we did not see any

significant change. Therefore, the additional mass-flux

terms are omitted in the main formulation.

c. Representation of liquid, mixed, and ice phases

The phase of water condensate (i.e., liquid, mixed, or

ice) is assumed to be only a function of temperature

(Grabowski 1998). The liquid phase is exclusively pres-

ent above the freezing temperature (Tmax 5 273K), the

ice phase is exclusively present below Tmin 5 233K, and

the mixed phase exists in between these two limits. For

the mixed phase, the fraction of liquid water is a linear

function of temperature. For example, the fraction of

cloud liquid water rl in the mixture is given by

r
l
[

q
l

q
l
1 q

i

5

8>>>>>><
>>>>>>:

0, T,T
min

T2T
min

T
max

2T
min

, T
min

#T#T
max

1, T.T
max

.

(10)

The latent heat and the saturated mixing ratio of the

mixture are both taken as the weighted averages of

the ice and liquid parts: qs 5 qslrl 1 (12 rl)qsi and

L5Llrl 1 (12 rl)Li, where qsl and Ll are the saturated

water mixing ratio and the latent heat for liquid water,

and qsi and Li for ice, respectively. We use the same

function to determine the phase of precipitating wa-

ter. A practical consequence of this simple approach

is that only one variable is needed to describe the

two phases. Similar temperature-dependent formu-

lations are used in many climate models (e.g., Cesana

et al. 2015) in lieu of parameterizing detailed pro-

cesses responsible for freezing and melting of rain and

cloud water.

d. Convective updrafts

Convective updrafts are represented by an ensemble

of laterally entraining steady-state plumes initiated at

the surface. The thermodynamic and dynamic proper-

ties of the nth updraft uu 5 fuli,un, qt,un, uun, yung are de-

scribed by the following differential equation (Suselj

et al. 2013, 2019):
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›u
un

›z
5 «

un
(u2u

un
)1

Su,un

w
un

, (11)

where «un is the entrainment rate, Su,un the sum of source

terms for u [which in the current model are due to au-

toconversion of cloud water into rainwater, evaporation

of precipitating water, and latent heat release (con-

sumption) associated with melting (freezing) of precip-

itating ice (liquid) water], and wun is the vertical velocity

of the nth updraft. Equation (11) assumes that updrafts

entrain the environmental air with the properties of the

grid-mean fields, which is consistent with Kurowski et al.

(2019). In the current model, the number of updrafts is

fixed to 20 per time step (N5 20), which we find to be

sufficient for simulating the diversity among convec-

tive updrafts. In section 3 we study the sensitivity

to the number of updrafts in the current SCM im-

plementation. We expect that the required number of

updrafts may depend on the temporal resolution of

the model, with a larger ensemble required for longer

time steps. For each of the updrafts, a set of equations

describing its properties is independently integrated

from the surface upward as long as the updraft vertical

velocity wun remains positive. At the level where the

updraft vertical velocity becomes zero the updraft is

assumed to terminate.

The steady-state equation for the updraft velocity is

similar to Eq. (11) (e.g., de Roode et al. 2012):

1

2

›w2
un

›z
5 a

w
B

un
2b

w
«
un
w2

un
, (12)

where aw 5 1 and bw 5 1:5 are model constants ac-

counting for turbulent drag and pressure perturbation as

in Suselj et al. (2013, 2019), and are one of the possible

combination suggested by de Roode et al. (2012). The

updraft buoyancy is Bun 5 g(uy,un/uy 2 1), where uy 5
u[11 0:61qy 2 (ql 1 qi)] is the virtual potential temper-

ature. Since we assume a uniform distribution of the

variables within the updrafts, an updraft is fully cloudy if

the total water qt,un exceeds the saturation threshold

qs,un, or clear otherwise. The excess of water vapor over

the saturation threshold is converted into cloud water

[qc,un 5max(qt,un 2 qs,un, 0), where qc is the sum of the

liquid and ice water mixing ratios].

The equations for the horizontal wind components in

the updrafts are the same as in Suselj et al. (2019). The

source term due to the wind drag is parameterized as

Su,un/wun 522/3«un(u2 uun) following Romps (2012).

The final form of the equation for the u component is

›u
un

›z
5

«
un

3
(u2 u

un
) , (13)

and the same form is used for the y component. Effec-

tively, the entrainment rate is reduced 3 times compared

to scalars.

To integrate the updraft properties in the verti-

cal [Eqs. (11)–(13)] one needs to determine the lower

boundary conditions. We assume that convection is

triggered in the surface layer where the updrafts are

formed by the most energetic air parcels (i.e., those

with the highest vertical velocity). Measurements sug-

gest that the near-surface vertical velocity, total water

mixing ratio, and virtual potential temperature are all

positively correlated in the surface layer (e.g., Mahrt

and Paumier 1984). Therefore, we prescribe a joint-

normal distribution of these variables near the surface.

The boundary conditions for the updraft properties are

taken from the right tail of the near-surface velocity

distribution. In this model, the updrafts are assumed to

represent the near-surface vertical velocity between

one and three standard deviations, which results in a

fixed total surface updraft area of 15.7%. In our pre-

vious work (Suselj et al. 2019), we showed that the

EDMF model has little sensitivity to the value of sur-

face updraft area, as long as the surface updraft area is

larger than approximately 5%. In the subcloud layer,

this is because of the compensation of subgrid fluxes

represented by the four components, and above the

cloud base because at the cloud base the fractional area

of updrafts that condense and penetrate into the cloud

layer stays fairly constant regardless of surface updraft

area. The surface vertical velocity for each updraft is

computed by discretizing the tail of the normal distri-

bution into N equidistant bins, and associating the

mean value of each bin with the corresponding up-

draft. The total water mixing ratio and virtual poten-

tial temperature for each of the updrafts are computed

by integrating the joint-normal distribution over the

velocity bins. The joint probability density function

(PDF) is characterized as follows. The first moments of

the distributions match the grid-mean values of the sur-

face thermodynamic variables. The second moments are

parameterized as the functions of the surface-layer tur-

bulent scales and are modified when the cold pool effects

become significant (see section 2g for details). Except

for this last modification, the approach essentially fol-

lows Cheinet (2003, 2004).

The stochastic entrainment rate is parameterized as-

suming that the net effect of lateral entrainment can be

represented as a superposition of discrete entrainment

events of constant rate (Romps and Kuang 2010). For

the updraft that rises a distance dz, a probability of an

entrainment event is represented by the binomial dis-

tribution and is proportional to dz/L«, where L« is the

distance at which the rising updraft entrains once on
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average. When the updraft travels a finite height Dz, the
number of entrainment events is drawn from the Poisson

distribution, as it represents the superposition of in-

dependent binomial distributions. The average en-

trainment rate « over Dz (which in the model is taken as

the depth between two model layers) for the nth updraft

is computed as

«
un
(Dz)5

«
0

Dz
P
�
Dz

L
«

�
, (14)

where «0 5 0:2 represents fractional mass of the en-

trained air in a single entrainment event, the parame-

terization of height L« is described in section 2g, and

P (l) represents a random number drawn from the

Poisson distribution with the parameter l. Each updraft

is associated with its own profile of entrainment rates.

This is because for each of the updrafts (and for each

vertical level of the model) the entrainment rate is cal-

culated as an independent realization of Eq. (14).

Individual updrafts are characterized by unique sur-

face conditions and entrainment rate profiles, there-

fore their thermodynamic properties and termination

heights differ. Termination height is an important up-

draft property, as it controls whether the updraft rep-

resents only dry convection, or it can develop to moist

nonprecipitating or even precipitating convection. In

Suselj et al. (2019) we investigated which of the two

factors controlling their development (i.e., surface con-

ditions or lateral entrainment) is more responsible for

terminating the updrafts at different heights for shallow

convection. Here, we extend that analysis by investi-

gating the role of these two factors for precipitating

convection (section 3).

e. Microphysical processes in updrafts

In addition to condensation and evaporation, three

microphysical processes are considered for the updrafts:

conversion of cloud water into precipitating water,

evaporation of precipitating water in the dry part of an

updraft, and the latent heat release due to melting/

freezing of the ice/liquid precipitation. These processes

contribute to the source terms of moist conserved ther-

modynamic variables since precipitating water is ex-

cluded from their definition.

The formulation of the conversion rate of cloud water

into precipitating water closely follows D’Andrea et al.

(2014), and generally resembles the autoconversion

parameterization of Kessler (1969). It assumes that the

excess of cloud water above a threshold q0 is converted

into rainwater with a prescribed time scale tp,un. There-

fore, the source term due to autoconversion for the total

water mixing ratio within an updraft is

Sac
qt ,un

52max

 
q
c,un

2 q
0

t
p,un

, 0

!
, (15)

where q0 5 1:253 1023 kg kg21 is close to the values

used in other works (e.g., D’Andrea et al. 2014; Park and

Bretherton 2009; Hohenegger and Bretherton 2011).

Park and Bretherton (2009) used a similar parameteri-

zation for shallow convection, except that in their model

the time scale tp,un is assumed to be small and therefore

the excess of cloud water is instantly converted into rain.

Hohenegger and Bretherton (2011) used the parame-

terization of Park and Bretherton (2009) for simulating

deep convection.

For each updraft, the autoconversion time scale tp,un
depends on its vertical extent Dpcld,un:

t
p,un

5

8>>>>>>><
>>>>>>>:

‘ , Dp
cld,un

, p
min

t
p0

 
Dp

cld,un
2 p

min

p
max

2 p
min

!21

, p
min

#Dp
cld,un

# p
max

t
p0
, Dp

cld,un
. p

max
,

,

(16)

where tp0 5 15 s, and pmin 5 150 hPa represents a min-

imal cloud thickness for which precipitation initi-

ates. The time scale decreases with increasing cloud

thickness until it reaches tp0 at pmax 5 500 hPa. The

fixed minimum and maximum thicknesses for pre-

cipitation initiation are imposed instead of repre-

senting more explicitly complex physical processes

that lead to precipitation formation. The proposed

minimum thickness agrees well with observations

(e.g., Rangno and Hobbs 2005) and similar values are

also used in other parameterizations (e.g., Gregory

and Rowntree 1990; Tiedtke 1989; D’Andrea et al.

2014).

We assume that a fraction of precipitating water falls

within the updraft and the rest of it is detrained into the

associated downdraft. Below the cloud base, where the

updraft is unsaturated, precipitating water is subject to

evaporation as in Boville et al. (2006). The source term

for the total water mixing ratio due to precipitation

evaporation is defined as

Sev
qt ,un

5max

"
k
e

 
12

q
y,un

q
s,un

! ffiffiffiffiffiffiffiffiffiffiffi
RR

un

q
, 0

#
, (17)

where ke 5 2:53 1024, qy,un and qs,un are the water vapor

and saturated water vapor mixing ratios in the nth up-

draft, and RRun is the precipitation rate (i.e., the flux of

precipitating water in kgm22 s21) in the nth updraft.
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The precipitation rate RRun in the nth updraft is

computed assuming a balance between the vertical di-

vergence of the precipitation flux, its sources, and sinks

(e.g., Morrison and Gettelman 2008):

›RR
un

›z
5 r[Sac

qt ,un
(12 f

p
)1 Sev

qt ,un
], (18)

where fp denotes a fraction of rain produced at a certain

height that is detrained into the complementary down-

draft, and Sac
qt ,un

and Sev
qt ,un

are the source and sink terms

for precipitation formation and evaporation [Eqs. (15)

and (17)], respectively. For simplicity, we set the pa-

rameter fp to a constant value of 0.5. Future work is

needed to improve this element of the parameterization.

The phase of precipitating water is always assumed to

be a function of temperature, so that the fraction of

liquid precipitation follows rl from Eq. (10). Latent heat

release due to melting/freezing of the precipitating wa-

ter can thus be written as

Smelt
uli ,un

52
L

l
2L

i

rc
p
p

RR
un

›r
l

›z
, (19)

where RRun›rl/›z represents the rate of melting/freezing

of precipitation at a certain height, Ll 2Li the latent

heat of freezing, and the product of rcpp the effect of the

latent heat release on sensible heat.

In the final form, the source terms for the ice–liquid

water potential temperature in the updrafts include the

three processes:

S
uli,un

52
L

c
p
p
(Sac

qt ,un
1 Sev

qt ,un
)1 Smelt

uli ,un
, (20)

while for the total water mixing ratio only two of them

contribute:

S
qt ,un

5 Sac
qt ,un

1 Sev
qt ,un

. (21)

To efficiently solve the updraft equations, the source

terms representing the evaporation and/or melting of

precipitation as well as the precipitation water loading

effect on updraft buoyancy are neglected when com-

puting the updraft thermodynamic and dynamic prop-

erties (see appendix A for details).

f. Convective downdrafts

For each of the precipitating updrafts, we create a

complementary downdraft that is devoid of cloud water

but contains some precipitating water detrained from

the associated updraft. Evaporative cooling of that

precipitation is the key source of (negative) buoyancy

driving the downdraft. The equations governing the

thermodynamic and dynamic properties of the mth

downdraft udm
have a form:

›u
dm

›z
52«

dm
(u2u

dm
)2

Su,dm

w
dm

(22)

for udm
5 fuli,dm, qt,dm, udm, ydmg. The downdraft equa-

tions are essentially the same as the updraft equations

[Eq. (11)] but with the opposite sign for the rhs terms

owing to the fact that downdraft velocity is negative. The

mth downdraft is initialized at one model level below

the highest level at which precipitation in the comple-

mentary nth updraft is formed [i.e., one level below the

highest level where Sac
qt ,un

in Eq. (15) is greater than zero].

At the initialization level, the vertical velocity is the

same as for the complementary updraft but with a neg-

ative sign. For simplicity, the boundary conditions for

the thermodynamic variables and the horizontal wind

components follow the grid-mean model values. The

fractional area and the profile of the entrainment rate

are both assumed to be the same as for the comple-

mentary updraft. Similarly to the updrafts, the source

terms for the horizontal velocity components reduce an

effective entrainment rate. The only two source terms

for the thermodynamic variables in the downdrafts are

the evaporation of precipitation and melting/freezing

of precipitating water, whose formulations are essen-

tially the same as for the updrafts [Eqs. (17) and (19),

respectively]:

Sev
qt ,dm

5max

"
k
e

 
12

q
y,dm

q
s,dm

! ffiffiffiffiffiffiffiffiffiffiffiffi
RR

dm

q
, 0

#
, (23)

Sev
uli ,dm

52
L

c
p
p
S
qt ,dm

, (24)

and

Smelt
uli ,dm

52
L

l
2L

i

rc
p
p

RR
dm

›r
l

›z
. (25)

The precipitation rate in the mth downdraft is calcu-

lated as for the updrafts [Eq. (18)] assuming the balance

between the precipitating source terms and the di-

vergence of the precipitation rate:

›RR
dm

›z
5 r Sac

qt ,un
f
p
1 Sev

qt ,dm

� �
, (26)

where the first term on the rhs represents the rate of

precipitation detrained from the nth updraft into the

mth downdraft, and the second term represents the

evaporation of precipitation within the downdraft.
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The equation for the vertical velocity in the mth

downdraft is given by

1

2

›w2
dm

›z
5 a

w
B

dm
1 (b

w
«
dm

1 p
w
)w2

dm
, (27)

where pw encapsulates the effects of the dynamic pres-

sure below the downdraft as it approaches the surface.

Adding this term assures that the downdrafts gradually

slow down as they approach the surface and prevents

large vertical velocity gradients between the surface and

the first model level. The excessively large gradients of

the vertical velocity would imply unreasonably large

tendencies of the prognostic variables from the mass-

flux contributions within the downdrafts. Similarly to

Gerard (2007), pw is parameterized as

p
w
5

8><
>:

12 exp(z/z
00
2 1)

2z
, z# z

00

0, z. z
00

, (28)

where z00 5 103m represents the height at which the

downdraft starts to feel the effects of surface proxim-

ity. In the model, the downdrafts terminate only at

the surface. The downdraft vertical velocity is assumed

to be always negative, with a minimum magnitude

of 21022m s21 assuring that all downdrafts reach the

surface. For downdrafts terminating somewhere above

the surface an additional parameterization for the

sedimentation and evaporation of precipitation be-

low the termination level would be required, increasing

the complexity of the scheme. We confirmed that the

results are not sensitive to the exact value of the

threshold.

g. Parameterization of cold pool effects

An important process associated with precipitating

convection is the development of cold pools and their

impact on the deepening of convective clouds. Cold

pools are formed by penetrative downdrafts trans-

porting cooler and drier air from the middle tropo-

sphere into the boundary layer. They are responsible

for the formation of moist buoyant patches associ-

ated with the wind convergence, over which sub-

sequent convection can develop (e.g., Khairoutdinov

and Randall 2006; Jeevanjee and Romps 2013;

Schlemmer and Hohenegger 2014). Furthermore,

cold pools aggregate convective plumes that become

less exposed to the environment and reduce their lat-

eral entrainment (e.g., Kuang and Bretherton 2006;

Khairoutdinov and Randall 2006). These are consid-

ered the most significant effects that are included in our

parameterization. We represent them by introducing

an additional dependency of the entrainment rate and

the near-surface conditions on the strength of cold

pools. We first define a new parameter, a vertical ve-

locity scale wD, meant to represent the strength of cold

pools:

w
D
(t)5

a
D

t
D

ðt
t2tD

 
1

z
cb

ðzcb
0
�
N

n51

jw
dn
a
dn
jdz
!
dt , (29)

where the time scale tD 5 4h, zcb is the cloud-base

height,aD 5 1:43 103 is a parameter, and�N

n51jwdnadnj is
the magnitude of the mass flux from all N downdrafts.

In this formulation, wD is a function of the net mass flux

in the subcloud layer averaged over the preceding time

tD. The current formulation encapsulates the following

key findings from Schlemmer and Hohenegger (2014).

First, the development of cold pools is associated with

convective downdrafts near the surface. Second, the

growth and strengthening of cold pools continue for a

few hours after the peak of convection. This is consid-

ered in Eq. (29) by temporal integration over tD, which

has a similar meaning and value to those of the re-

laxation scale for the convection organization parameter

from Mapes and Neale (2011).

In themodel, the velocity scalewD modifies the lateral

entrainment bymodulating the entrainment length scale

L« [Eq. (14)] when its value exceeds the surface velocity

scale. The entrainment length scale is formulated as

L
«
5f

ffiffiffiffiffiffiffiffi
z
top

p
max

�
w

D

w*
, 1

�
, (30)

where f 5 2.5m1/2 is a constant, ztop is the depth of the

moist convective layer (taken as the depth of the

single test plume initialized at the surface and with

near-zero entrainment rate) and w* is the Deardorff

surface velocity scale. Equation (14) shows that

larger values of L« are on average associated with

smaller entrainment rates. Consistent with previous

studies (e.g., Böing et al. 2012), this parameterization

assumes that deeper convective clouds tend to be

wider and therefore should on average entrain less.

Schlemmer and Hohenegger (2014) showed that for a

growing phase of convection the strength of cold

pools is associated with wider convective updrafts

featuring reduced entrainment. Both of these obser-

vations are encapsulated in Eq. (30).

The other parameterized effect of cold pools is a

modification of the near-surface atmospheric condi-

tions, which control the boundary conditions for the

updrafts.Wemodify the standard deviations of the near-

surface PDFs for the vertical velocity and thermody-

namic variables to simulate their increased values due to
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the cold pool activity (e.g., Kurowski et al. 2018). In

essence, they become functions of wD:

su 5su,*max

�
w

D

w*
, 1

�
, (31)

where u5 fw, qt, uyg and su,* are the standard de-

viations derived from the surface-layer scaling laws

(Suselj et al. 2019):

s
w,*5a

w
w*, (32)

s
qt ,*

5a
qt

w0q0
tjs

w*
, (33)

s
uy ,*

5a
uy

w0u0yjs
w*

, (34)

where aw 5 0:57 and aqt 5auy 5 2:9. Since the surface

updraft conditions are associated with the tails of these

distributions, the increased variances help to produce

more buoyant plumes with larger surface-layer vertical

velocities.

h. Condensation and cloud formation in the
nonconvective environment

The new parameterization represents cloud formation

in the environment using the exact same formulation as

for the updrafts, but for the distribution-integrated

quantities. The current version does not yet include

the microphysical processes describing precipitation

formation within stratiform clouds. As a first step, we

compute the mean values of the moist conserved vari-

ables in the environment combining Eqs. (4) and (6):

u
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.
(35)

Next, following the assumption of normal distribu-

tions of the environmental variables, we use a cloud

scheme based on the PDF (e.g., Mellor 1977; Sommeria

and Deardorff 1977; Bechtold et al. 1995; Cheinet and

Teixeira 2003) to calculate both cloud fraction and the

associated condensed water mixing ratio. For the cloud

fraction, one needs to integrate the joint-normal PDF of

uli and qt over the region where the total water mixing

ratio exceeds its saturation value. The condensed water

mixing ratio is obtained through a similar integral, ex-

cept that it is weighted by the difference between the

total water mixing ratio and the saturated water vapor

mixing ratio. The final expressions for the cloud fraction

and the cloud water mixing ratio in the environment are

CC
e
5 0:5

"
11 erf
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2
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s
s,e
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(36)

and
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e
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2
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#
, (37)

where se 5 qt,e 2 qs,e(uli,e, p) is the mean saturation def-

icit or excess and ss,e is its standard deviation. The latter

is computed from the second moments of the moist

conserved thermodynamic variables:

s
s,e
5

a

2
q0
tq

0
tje 2 2aq0

tu
0
lije 1a2u

0
liu

0
lije

� �1/2
, (38)

with a and a defined as in Cheinet and Teixeira (2003).

The secondmoments are parameterized as in Bechtold

et al. (1995), assuming local balance between their

turbulent production and dissipation. Although this

parameterization was originally developed for warm

boundary layer clouds, we also use it to diagnose

mixed-phase and ice clouds. The current version of

the cloud scheme does not allow for supersaturation

over ice, which may play an important role in the

cloud development. In particular, the development of

high-level cirrus clouds is known to be delayed until a

significant supersaturation is reached (e.g., Lohmann

and Karcher 2002). Parameterization of the sec-

ond moments will be improved in future work, as

Khairoutdinov and Randall (2002) showed that for

precipitating convection the second moment budgets

are shaped by the covariances between thermody-

namic variables and rain rates.

3. Results

The EDMF parameterization is tested in the SCM

framework for the cases representing (i) weakly pre-

cipitating marine convection (RICO case) and (ii) the

diurnal cycle of continental precipitating convection

(LBA case). To investigate the impact of the stochastic

entrainment parameterization on convective plumes, we

create an ensemble of 10 EDMF realizations for each

case and analyze their mean and interquartile range

values. To understand how the key processes (such as

precipitation formation and evaporation and cold pools)

shape the thermodynamic structure of the atmosphere,

we performmultiple simulations in which wemodify the

parameterization of these processes.
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In the SCM, the large-scale horizontal advection

terms, subsidence, radiative fluxes, wind forcing, as

well as the initial conditions are all prescribed. For the

RICO case, the sea surface temperature (SST) and

surface roughness length are both fixed and the sur-

face fluxes are computed using the Monin–Obukhov

similarity theory. For the LBA case, the prescribed

time-dependent surface fluxes mimic their diurnal

evolution. The prognostic equations for moist con-

served variables, horizontal wind speed components,

and TKE are solved on a vertically staggered grid.

Updraft properties and TKE are defined on midlevels,

while the other prognostic variables are defined on

full levels. The vertical resolution of the SCM and the

time step are 40m and 40 s, respectively.

a. Precipitating marine convection

The case of shallow precipitating convection is based

on measurements collected during an undisturbed pe-

riod of the RICO field campaign (Rauber et al. 2007). It

represents a slowly deepening cloud layer with a steadily

increasing surface precipitation. The initial and bound-

ary conditions are taken from the LES intercomparison

study by van Zanten et al. (2011). In this case, only warm

microphysics is active and the mixed and ice phases are

absent. We simulate the development of convection for

the 24-h time period, and compare the results against the

ensemble of LES models from van Zanten et al. (2011).

Even though we show the interquartile range of EDMF

results from 10 SCM realizations and the interquartile

range from 11 LES models, we do not expect agreement

between these two interquartile ranges. This is because

in EDMF the spread of the results is dominated by

convective variability associated with stochastic en-

trainment. For the LES, the spread also includes dif-

ferences in numerics and physical parameterizations

among the models.

1) GENERAL BEHAVIOR

Figure 2a compares EDMF and LES cloud-base and

cloud-top evolutions, and Figs. 2b–d show time series of

the grid-mean cumulative rain rates at several model

levels: at the surface, below the cloud base (at the height

of 500m), and in the central part of the cloud layer (at

the height of 1500m). Figure 3 compares the profiles of

moist conserved thermodynamic variables, their corre-

sponding subgrid vertical fluxes, TKE, and rain rates,

averaged over the last simulation hour. This comparison

is representative of the results for the entire simulation.

For the RICO case downdrafts are relatively weak and

the cold pool activity does not impact convection de-

velopment. This is because the cold pool velocity wD

[Eq. (29)] never exceeds the Deardorff surface velocity

scale w*.

Figure 2a shows that EDMF accurately simulates the

vertical extent of the convective cloud layer and, in

particular, its deepening with time. It should be noted

that the EDMF evolution of the cloud-top height in the

FIG. 2. RICO case. Time series of (a) cloud-base and cloud-top heights, and cumulative precipitation (b) at the

surface, (c) just below cloud base (at 500m), and (d) in the central part of cloud layer (at 1500m). Black lines

indicate the LESmean values, and gray area the LES interquartile range; red lines and red areas indicate the mean

and the interquartile range, respectively, of the 10-member EDMF ensemble. Blue dashed lines in (a) indicate the

vertical levels at which precipitation is shown.
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FIG. 3. RICO case. Profiles of (a),(b)meanmoist conserved variables, (c),(d) their corresponding vertical subgrid

fluxes, (e) TKE and (f) rain rate averaged across the last simulation hour (between hours 23 and 24). Black lines and

gray area represent the median and interquartile range of the ensemble of LES results. Red lines and shaded areas

represent mean and interquartile range, respectively, from the 10-member EDMF ensemble. In (c) and (d) lines

and shaded areas represent the contributions to the flux from four components [see Eq. (7)]: green for eddy dif-

fusivity, blue for updraft mass flux, yellow for downdraft mass flux, magenta for mass flux from subsiding envi-

ronment, and red for the sum of all components.
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first few hours is much smoother than in LES, as the

latter seems to be affected by the spinup effects. This

deepening is primarily due to the rising of the cloud

top and only marginally due to the lowering of the

cloud base, which are both well simulated by EDMF.

The consistency between the EDMF and LES results is

due to similar evolutions of the moist conserved ther-

modynamic variables (Figs. 3a,b). The main difference

regards the temperature inversion at the top of the

cloud layer (i.e., around 2800m), which is around 150m

deeper in EDMF. The lower part of the cloud layer is

slightly drier and warmer, and the upper part is moister

and colder compared to LES indicating somewhat ex-

cessive vertical transport in the cloud layer. The EDMF

profiles of the subgrid-scale vertical fluxes of thermo-

dynamic variables (Figs. 3c,d) also compare well to

their LES counterparts. The only significant difference

is that the EDMF fluxes drop to zero somewhat higher,

in agreement with the differences in the mean ther-

modynamic profiles. While the LES flux of total water

mixing ratio is almost constant with height, the EDMF

flux tends to show some variation around the cloud

base. This occurs around the height where the mass-

flux part becomes the dominant component of the

turbulent flux contribution. As discussed in Suselj et al.

(2019) this feature is sensitive to the parameterization

of updraft vertical velocity and is present in many

EDMF models. All four components of the subgrid

vertical fluxes from Eq. (7) significantly contribute to

the total fluxes of moist conserved variables. Both the

eddy-diffusivity and the updraft mass-flux compo-

nents are important throughout the whole subcloud

and cloud layers. Downdrafts play an important role

only for the subgrid flux of uli. The contribution from

the mass flux of the environment is significant only in

the upper part of the subcloud layer. Generally, one

can expect that the latter becomes important only when

the updraft area is relatively large. For the current

setup, such conditions occur in the upper part of the

subcloud layer where the updraft area is close to

the surface value (i.e., 15.7%), while the differences

between the environmental and the grid-mean values

of the moist conserved variables are the largest (not

shown). The profiles of the subgrid vertical fluxes of

moist conserved variables from the ensemble of EDMF

simulations reveal a substantial variability (as measured

by the interquartile range) only in the cloud layer.

Overall, this variability is lower than for the ensemble of

LES results, for the reasons discussed earlier. Parti-

tioning of the subgrid vertical fluxes among the four

EDMF components strongly depends on the prescribed

surface updraft area (not shown), which is similar to the

results discussed in Suselj et al. (2019).

The representation of TKE (Fig. 3e) has been im-

proved compared to the earlier version of the EDMF

model (Suselj et al. 2013). The key difference between

the TKE from the LES and EDMF is only above the

height of around 2000m. A detailed inspection of the

TKE budget terms [Eq. (2)] reveals that in the upper

cloud layer (between the heights of around 2000 and

2500m) the eddy-diffusivity contribution to the buoy-

ancy flux1 is negative and its magnitude is overestimated

compared to LES (not shown). This sink term is re-

sponsible for the excessive destruction of TKE in the

upper cloud layer. Above the cloud layer, we expect that

TKE in the LES is dominated by gravity waves (e.g., Tan

et al. 2018), which are not represented by the EDMF

model. The key to realistic modeling of EDMF TKE

in the cloud layer is using a ratio between the eddy-

diffusivity and eddy-viscosity length scales that depends

on the Richardson number (Suselj et al. 2019).

The profiles of precipitation rates (Fig. 3f) and, in

particular, the evolutions of cumulative precipitation

(Figs. 2b–d) from the LES ensemble feature a signifi-

cant spread and thus have a limited skill in constraining

EDMF. In both models, the strongest precipitation

occurs well within the cloud layer (at around 1500m).

In EDMF, the location of this maximum is controlled

by the parameterization of rain evaporation. In the

absence of evaporation, the maximum precipitation

rate would be reached at the cloud base and remained

unchanged throughout the subcloud layer, as it would

simply be a vertical integral of the autoconversion

source term from that height to the top of the model [see

Eqs. (15), (18), and (26)]. The evolution of precipitation

at different heights and the profile of precipitation rate

from EDMF are close to the LES mean and falls well

within the LES interquartile range.

To assess the representation of convective updrafts in

EDMF, Fig. 4 compares the area-weighted mean moist

updraft properties averaged over the last simulation

hour against the cloud and cloud-core values from the

LES ensemble.2 The EDMF updraft values are com-

puted from 10 simulation runs, and the ensemble mean

and the interquartile range are plotted. As in our pre-

vious work (e.g., Suselj et al. 2013, 2019), we expect the

EDMF moist updraft properties to be contained within

these two conditionally averaged LES profiles. Area-

weighted mean dry updraft properties from the EDMF

1The buoyancy flux g/u0w
0u0y comprises of the eddy-diffusivity

and mass-flux components [Eq. (7)].
2 Cloud grid points are defined in LES as the grid points with

positive liquid water, whereas cloud-core grid points also need to

be positively buoyant with respect to the slab average.
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FIG. 4. RICO case. Profiles of (a) moist updraft area, (b) updraft vertical velocity, (c),(d) difference of the moist

conserved variables from updrafts with respect to the mean moist conserved variables, and (e) updraft cloud water

averaged across the last simulation hour. Gray area encompasses the LES cloud and cloud-core values. Red lines

are for area-weighted mean moist updrafts from EDMF, and blue lines are for area-weighted mean dry updrafts

from EDMF. Red and blue areas represent interquartile ranges computed from 10 EDMF ensemble members for

moist and dry updrafts, respectively.
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are also shown, although we do not have a relevant

reference from the LES model.

The EDMF moist updraft properties agree rea-

sonably well with the LES results. The main differ-

ences regard the updraft vertical velocity and the

fractional updraft area. While the former tends to be

overestimated by EDMF, especially in the upper part

of the cloud layer, the latter is slightly lower than the

cloud-core profile between 1500 and 2000m. These

differences are less important for the vertical fluxes

due to updrafts, which are proportional to their

product. Figure 4a shows that essentially all of the

updrafts survive up to the cloud base. At the cloud

base most of the updrafts terminate and only a small

fraction condenses and continues rising as moist up-

drafts, which gradually terminate as they rise. The dry

fractional updraft area at the surface is in this model

fixed at 15.7% while the fractional area of moist up-

drafts at the cloud base is approximately 2%. A small

number of moist updrafts reach high enough to form

precipitation. The maximum fractional area of pre-

cipitating updrafts is approximately 0.35% (not shown).

In the subcloud layer, the vertical velocity of dry up-

drafts and the excesses of moist thermodynamic var-

iables from the mean values are relatively small

compared to the moist updrafts. For the RICO case,

the EDMF model simultaneously represents dry con-

vection, and moist nonprecipitating and precipitating

convection.

To understand why the updrafts terminate at different

heights, Figs. 5a and 5b show the PDFs of the surface

updraft index and the vertically averaged entrainment

rates computed for the updrafts that survive to a certain

height. This figure shows statistics for three represen-

tative heights: just below the cloud base (500m), above

the cloud base (600m), and for the upper cloud layer

(2300m). While almost all surface updrafts reach the

height of 500m, around 50% of them reach the height of

600m and only 2% of the updrafts reach the highest

studied level.

As in Suselj et al. (2019), the updraft index is defined

as n 5 1, . . . , N (see section 2d) to number the bins of

the surface PDFs used to initialize the updrafts.

Therefore, updrafts with higher surface indices are

characterized by higher near-surface vertical velocity,

buoyancy, and moisture.

The surface updraft index distributions are uniform at

the surface (by definition) and just below the cloud base.

These results are consistent with a constant updraft

fractional area in that layer (Fig. 4a), which indicate that

there is no termination of updrafts within the well-mixed

layer. The updrafts with both lower average entrainment

rate and higher surface updraft index are more likely to

penetrate higher through the cloud base to reach 600m.

This is seen as a shift of the vertically averaged en-

trainment rates toward smaller values and a shift of the

surface updraft index toward larger values in the layer

between 500 and 600m. Once the updrafts condense

and survive to the lower part of the cloud layer, their

termination height becomes primarily dependent on

their entrainment rate as there is little change in the

PDF of the updraft surface index between 600 and

2300m. At the same time, the vertically averaged en-

trainment rates shift toward smaller values between

these two heights indicating that the updrafts associ-

ated with smaller entrainment rates reach higher in the

cloud layer. Figures 5c and 5d visualize this behavior by

showing the vertical velocity of individual updrafts

from five snapshots of one of the EDMF realizations,

color coded by their updraft index (Fig. 5c) and verti-

cally averaged entrainment rates (Fig. 5d). This figure

provides further evidence that most of the updrafts

terminate around cloud base, while only the ones with

higher surface index and smaller entrainment rate

penetrate into the cloud layer. Above the cloud layer,

their termination height is mostly controlled by the

entrainment rate. These results agree with the findings

for the shallow nonprecipitating convection case dis-

cussed in Suselj et al. (2019).

Figure 6 shows the area-weighted downdraft prop-

erties averaged over the last simulation hour from

10 EDMF realizations. A reference dataset from LES

is not shown as it is not available. The downdraft area

increases from the cloud-top height to approximately

1300m above the surface, and stays constant between

that level and the surface. This is because for each

precipitating updraft a complimentary downdraft is

initiated, and because precipitating updrafts gradu-

ally terminate between the height of 1300m and the

overall cloud top. Once the downdraft is initiated it

extends from the initiation height to the surface. The

magnitude of downdraft velocity is the highest in the

upper part of the cloud layer where they can be much

colder than the environment. The evaporation of

precipitation provides strong cooling of the down-

drafts in this layer. Overall, the downdrafts tend to

be colder than the environment throughout the cloud

and subcloud layers. The total water mixing ratio is

close to the environmental value in the cloud layer.

The differences between the downdraft and grid-

mean moist conserved variables peak in the upper

part of the subcloud layer, where the vertical gradi-

ents of the grid-mean values are the highest. As the

downdrafts penetrate deeper into that layer, the dif-

ferences reduce because of lateral entrainment and

rain evaporation.
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2) ROLE OF MICROPHYSICAL PROCESSES FOR

CONVECTION DEVELOPMENT

To understand how themicrophysical processesmodify

the thermodynamic structure of the troposphere, Fig. 7

shows the differences in the profiles of moist conserved

variables between the default RICO experiment and two

modified experiments with a reduced impact of micro-

physics. The modified experiments either disable evapo-

ration of precipitation [referred to as RICOne; ke is set to

zero in Eqs. (17) and (23)] or completely disable pre-

cipitation formation [RICOnp; Sac
qt

is set to zero in

Eq. (15)].We show the results from the RICOne to argue

that the evaporation of precipitation is a key micro-

physical process that modifies the profiles of updraft

structure and explains a large part of the differences

between the RICO and RICOnp results. Figure 7 also

includes the difference between RICO and RICOnp ex-

periments from the LES ensemble from van Zanten

et al. (2011).

In the LES experiments the absence of precipita-

tion promotes a deeper cloud layer. By the end of the

simulation, the cloud layer in RICOnp is approxi-

mately 100m deeper compared to the cloud layer in the

RICO experiment (van Zanten et al. 2011). Similar

results are obtained for the SCM (not shown). The

differences in the cloud-top height between these two

experiments are reflected by a positive anomaly of

uli (up to 2K) and a negative anomaly of qt (up

to 21.5 gkg21) at around 2500m (Fig. 7). In the EDMF

simulations, the peak of this anomaly is located some-

what higher compared to the LES ensemble because of a

slightly higher inversion height. Nevertheless, the mag-

nitude of the differences between the RICO and

FIG. 5. RICO case. Probability density of (a) updraft index and (b) vertically averaged entrainment rate

for updrafts that reach the height of just below cloud base (height of 500m; red line), just above the cloud base

(height of 600m; green line), and upper cloud layer (height of 2300m; blue line). Probability density is normalized

so that its integral over the range of the values defined by x axis equals unity. Statistics are computed from 10EDMF

realizations for instantaneous updrafts within the last simulation hour. (c),(d) The vertical velocity of individual

updrafts from five snapshots from one of the simulations. The updrafts are color coded by their surface index in

(c) and vertically averaged entrainment rate in (d).
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RICOnp experiments from EDMF agrees reasonably

well with the LES results. Note that the EDMF results

are the closest to the LES results when the precipitation

effects are the largest and the differences between the

RICO and RICOnp experiments are the largest too.

These results indicate that the impact of precipitation

formation on the depth of the cloud layer is well cap-

tured by the EDMF model.

The EDMF subcloud layer and most of the cloud

layer are both slightly moister and colder in RICO

than in RICOnp. While the moisture differences

agree well with LES, the temperature differences are

around 0.2K lower, which increases the cloud-layer

depth. These differences are dominated by the evap-

oration of precipitation since they are similar to those

between the RICO and RICOne experiments (Fig. 7).

The only substantial difference between the RICOnp

and RICOne results regards the upper part of the

cloud layer, where the RICOnp profiles are notably

colder and moister. This is linked with stronger up-

drafts in RICOnp presumably because precipitation

formation reduces the buoyancy of the plumes for

the default case. This comparison shows that in the

EDMF model the evaporation of precipitation is in-

deed the microphysical process that most significantly

impacts thermodynamic structure in the precipitating

RICO case.

3) SENSITIVITY TO THE NUMBER OF UPDRAFTS

To assess the sensitivity of the results to the number

of updrafts N per time step, Fig. 8 shows cumula-

tive surface precipitation at 24 h and its spread as a

function of N. Each EDMF ensemble consists of 10

simulations. The cumulative surface precipitation is

FIG. 6. RICO case. Profiles of (a) downdraft area, (b) vertical velocity, and (c),(d) difference of the moist con-

served variables from downdrafts with respect to the mean moist conserved variables. Red lines and red areas

represent the mean and interquartile range, respectively, of the 10-member EDMF ensemble.
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shown because it is one of the results that is most

sensitive to parameter N.

The results show that the ensemble cumulative pre-

cipitation generally increases with the number of up-

drafts. The precipitation is most sensitive to parameter

N when its value is less than 10. Once the number of

updrafts exceeds that value, cumulative surface precip-

itation only marginally increases. It is likely that this

sensitivity is a result of nonlinearity of the rain pro-

duction and evaporation within individual updrafts that

is better resolved with a larger set of plumes. Figure 8

also shows that the variability of cumulative precipita-

tion strongly decreases with the number of updrafts

when their number is smaller than 10 and stays fairly

constant for larger numbers.

b. Diurnal cycle of continental convection

The case representing the diurnal cycle of continental

convection is based on measurements performed during

the LBA experiment in Amazonia. Convection devel-

opment is forced by the time-dependent surface sensi-

ble and latent heat fluxes. The simulation starts from a

shallow dry and well-mixed boundary layer. As time

progresses, the dry boundary layer gradually deepens

and transitions tomoist shallow and then to deep heavily

precipitating convection.

The simulation setup closely follows Grabowski et al.

(2006) with modifications described in Kurowski et al.

(2018). The prescribed surface fluxes start from zero (at

0730 local time), peak 5.25 h later (at 1245 local time),

and decrease in the later hours so that they are sym-

metric around the peak time. The radiative forcing is

set to zero, which differs fromGrabowski et al. (2006),

who prescribe a relatively weak radiative cooling,

which has however no major impact on convection

development.

The reference results are taken primarily from

Kurowski et al. (2018) and are obtained using the

LES version of the Weather Research and Fore-

casting (WRF) Model (Skamarock et al. 2008). The

horizontal domain covers an area of 70 km 3 70 km.

The domain extends vertically from the surface up to

21 km, which includes a sponge layer applied to the

layer above 17 km to suppress gravity wave reflections

from the rigid-lid upper boundary. The domain is

laterally doubly periodic with a uniform horizontal

FIG. 7. RICO case. Differences in the thermodynamic profiles of (a) uli and (b) qt between the LES precipitating

(RICO) and nonprecipitating (RICOnp) cases (black lines), EDMF RICO and RICOnp cases (red lines), and

EDMF RICO and nonevaporating (RICOne) cases (blue lines). Shaded areas represent the interquartile ranges

from the ensemble of simulations.

FIG. 8. RICO case. Sensitivity of cumulative precipitation (cum

prec) to the number of updrafts N. The error bars represent the

range of precipitation from the ensembles of 10 simulations each.
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grid spacing of 100m. The model applies 128 vertical

levels on a stretched grid, with the grid length in-

creasing from around 60m near the surface to around

300m near the domain top. The subgrid-scale turbu-

lence closure is based on a prognostic equation for

turbulent kinetic energy (e.g., Deardorff 1980). Three

different reference simulations are performed. One

simulation uses a complete microphysical scheme

(which we refer to as the LBA case) and is equivalent

to the CP_p experiment in Kurowski et al. (2018). In

this simulation, the microphysics is modeled using a

single-moment Lin–Purdue scheme (Lin et al. 1983)

with six classes of water species (i.e., water vapor,

cloud liquid water, rain, ice, snow, and graupel). In the

second simulation, cold pools are disabled by hori-

zontally averaging the rain-evaporative tendencies.

This simulation is the same as NOCP_p in Kurowski

et al. (2018) and we will here refer to it as LBAnocp.

The third simulation represents a simplified warm

nonprecipitating version of the LBA case (LBAnp),

where microphysical processes are disabled and only

condensation and evaporation with respect to the

liquid phase are enabled.

Because microphysical processes significantly impact

the development of deep convection and the thermo-

dynamic structure of the atmosphere, we first analyze

the behavior of the EDMF model for the warm non-

precipitating LBA case (LBAnp). To understand the

role of microphysical processes, we then focus on the

precipitating LBA case. The impact of cold pools is

evaluated by comparing the results from the LBA and

LBAnocp cases.

1) WARM NONPRECIPITATING LBA CASE

Figure 9 compares the evolution of the cloud-base

and cloud-top heights from the LES and EDMF

models, for the LBAnp case. In LES, the cloud layer

starts forming about 1 h into the simulation. As time

progresses, the layer gradually deepens, primarily

because of the increasing cloud-top height. Concur-

rently, the cloud-base height gradually rises but at a

much lower rate. The most rapid growth occurs be-

tween hours 2 and 5. After the surface fluxes peak

at hour 5.25, the growth of the cloud layer ceases al-

most completely. Generally, the EDMF evolution

agrees well with that of LES. In EDMF, the growth of

cloud layer in the morning hours is dominated by the

deepening of the moist convective layer (i.e., of moist

updrafts) while its persistence in the afternoon hours

is due to the cloud formation in the nonconvective

environment (not shown). The rapid growth of

the convective layer partially results from a positive

feedback between the depth of convective updrafts

and the entrainment rate [Eq. (30)]. As the convective

layer deepens, the mean entrainment rate decreases,

which promotes further deepening of the convection.

There are also some noticeable differences between

the LES and the EDMF results. In EDMF, shallow

convection sets in almost at the beginning of the

simulation and the cloud layer tends to be somewhat

deeper during the first three simulation hours and

shallower for the last part of the simulation. Figure 9

also shows that the rapid-growth phase is character-

ized by the largest spread in the EDMF results.

Figure 10 compares hourly averaged profiles of the

moist conserved variables and their vertical subgrid

fluxes from EDMF and LES, and Fig. 11 compares

the profiles of cloud water mixing ratio, cloud cover,

and moist static energy (MSE).3 The results from the

early (second simulation hour), intermediate (fourth

hour), andmature (seventh hour) stages of convection

development are shown. Clearly, the two models yield

consistent gradual warming and drying of the sub-

cloud layer that remains relatively well mixed

throughout the simulation. In EDMF, the drying is

primarily due to a strong transport of moisture

from PBL into the cloud layer by convective up-

drafts that exceeds the moistening due to surface

fluxes (not shown). At the same time, the cloud layer

aloft gradually moistens and cools over the course of

the simulation. The cooling/moistening intensifies in

the last several hours in the upper part of the cloud

layer (between 4 and 7 km), which becomes an accu-

mulation zone for the condensed water associated

FIG. 9. LBAnp case. Time series of the cloud-base and cloud-top

heights. Black and red lines represent the LES and EDMF results,

respectively. Black and red shadings are the interquartile ranges

from the LES and EDMF ensembles, respectively.

3Moist static energy is defined asMSE5 cpT1 gz1Lyqy , which

is the sum of sensible, potential, and latent enthalpy. For the pur-

pose of this analysis, we normalize it by cp.
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with overcast conditions, capped by a strong temper-

ature inversion.

Profiles of the vertical subgrid fluxes of the moist

conserved variables agree well between EDMF and

LES, which is the key reason for the consistent evolu-

tion of the thermodynamic properties. As already seen

in Fig. 9, EDMF simulates an earlier onset of convec-

tion that remains deeper for the first part of the simu-

lation, which here corresponds to a somewhat larger

magnitude of the subgrid fluxes in the second hour,

with the vertical transport reaching around 1 km higher

than in LES. This difference persists for the next 2 h

and diminishes at the mature stage of convec-

tion. Arguably, the LES solution tends to be delayed

because of the lack of a fully developed cascade

of turbulent eddies in the first hour, meaning that

the parameterization evaluation should be treated

with caution when comparing the elements that are

fundamentally different. As for the RICO case, the

subcloud mixing in EDMF is dominated by the com-

bination of eddy diffusivity, mass flux due to convec-

tive updrafts, and mass flux from the subsiding

environment, while the transport in the cloud layer is

dominated by the mass flux from convective updrafts

FIG. 10. LBAnp case. Profiles of hourly averaged moist conserved variables: (a) uli, (b) qt , and (c),(d) vertical

subgrid fluxes of the moist conserved variables, at hours 2 (red), 4 (yellow), and 7 (blue). The dashed and solid lines

represent the LES and EDMF results, respectively. Shaded areas show the interquartile range of the 10-member

EDMF ensemble. The LES subgrid fluxes in (c) and (d) include only the resolved component.

2524 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 76

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 03/07/22 08:00 PM UTC



(not shown). An exception is the increased contribu-

tion from the environmental turbulence in the upper

cloudy region (between 4 and 7 km for the seventh

hour), which is a consequence of the increased TKE in

this layer because of the enhanced buoyancy pro-

duction from condensation (not shown). The evolu-

tion of the cloud cover and the cloud water mixing

ratio from EDMF are both in good agreement with

LES (Figs. 11a,b). For the two models, cloud cover is

small in the first several hours (for EDMF, conden-

sation only occurs within convective updrafts), with

overcast conditions developing later in the day in the

upper layers (associated with stratiform cloud for-

mation in the environment).

The evolution of MSE (Fig. 11c) summarizes the

evolution of moist conserved variables. The sources of

MSE are prescribed at the surface through the sensible

and latent heat fluxes, and the role of convection is to

transport MSE from the surface up to higher levels.

Figure 11c shows a monotonic increase of MSE in the

subcloud and cloud layers throughout the day. In the

subcloud layer, the MSE increase is primarily due to

the temperature increase, whereas in the cloud layer it

is primarily due to the moisture increase. The process

FIG. 11. LBAnp case. Profiles of hourly averaged (a) cloud water mixing ratio, (b) cloud cover, and

(c) moist static energy, at hours 2 (red), 4 (yellow), and 7 (blue). The dashed and solid lines represent the

LES and EDMF results, respectively. Shaded areas show the interquartile range of the 10-member EDMF

ensemble.
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of moistening the near-subcloud layer lasts for the first

few hours. As the convective layer deepens, the net

change in that region becomes negative at the cost of

moistening the cloud layer above. Along with gradual

warming, both of these effects lead to a rise in the

condensation level. The MSE from EDMF agrees well

with LES, except that the subcloud layer is slightly

deeper and too well mixed, especially at the beginning

of the simulation.

2) PRECIPITATING LBA CASE

Figure 12a shows the evolution of the cloud-base

and cloud-top heights from the LBA experiment, and

Fig. 12b the cumulative surface precipitation, from the

ensemble of the EDMF simulation and LES. In Fig. 12a

the results from the LBAnp case are shown as well.

Figure 12c shows the ratio of velocity scales wD and w*
from EDMF, as a measure of the strength of convection

invigoration by cold pools. Note that cold pools affect

convection when this ratio exceeds unity [see Eqs. (30)

and (31)]. Figure 12d shows the time series of maximum

(over the vertical dimension) fraction of the dry, moist

nonprecipitating, and moist precipitating updrafts.

For the LES, the early development of convec-

tion follows that of the LBAnp, with the first noticeable

differences appearing just after the fourth hour when a

significant amount of precipitation reaches the surface.

Unlike the LBAnp, in which the cloud-top height satu-

rates around the fifth hour, the deepening of convection

continues at a similar rate until the eighth hour to reach

14km. The strongest precipitation rate occurs between

the sixth and eighth hours, as indicated by the largest

temporal gradient of cumulative precipitation. Consis-

tent with the LBAnp case, the onset of moist convection

is earlier in the EDMF model, with a somewhat deeper

cloud layer during the first 4 h. However, the deepening

slows down in the next 2 h and the layer becomes slightly

shallower compared to the LES around the fifth

hour. After this time, convection in EDMF gradually

reinvigorates because of the cold pool effects, and the

cloud-top height eventually reaches 15 km by the end

of the simulation. Figure 12c shows that in EDMF cold

pools start invigorating convection around the fifth

hour (when the ratio of the velocity scales exceeds unity)

and this effect intensifies toward the end of the simula-

tion. By that time, the mean ratio of the velocity scales

approximately reaches the value of three. In the model,

this ratio determines the cold pool–induced modifi-

cations of the entrainment rate for the updrafts and

downdrafts, as dictated by Eq. (30), and the variances of

the near-surface thermodynamic variables [Eqs. (31)–

(34)]. In the later hours, the high variability of the cloud-

top height among the EDMF simulations is partially

due to the stratiform cloudiness variability resulting

from the differences in the advection of moisture from

lower levels.

For the cumulative surface precipitation, the EDMF

and LES results agree fairly well with each other in

FIG. 12. LBA case. Time series of (a) cloud-base and cloud-top heights, (b) cumulative surface precipitation,

(c) ratio of the velocity scales wD and w*, and (d) maximum fraction of the updrafts: dry (red), moist non-

precipitating (blue), andmoist-precipitating (green). In (a)–(c) black and red solid lines denote the LES andEDMF

results, respectively. In (a) the dashed lines are for the LBAnp case.
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terms of both the amount and the timing. Consistent

with the deeper cloud layer in EDMF at the initial stage

of convection, surface precipitation is also stronger at

that time. However, the comparison should be treat-

ed with caution since the LES results are generally

strongly sensitive to the details of microphysics (e.g.,

Grabowski et al. 2006), with the spread expected to be

even larger than for the RICO case because of stronger

dynamical feedbacks. At the end of the simulation,

the ensemble-mean cumulative precipitation from

EDMF is approximately 2.1mm, which is around 0.5mm

less than from LES, with considerable spread of the

interquartile range of 1mm.

Figure 12d shows that the maximum of dry updraft

area in EDMF is (by design) 15.7% throughout the

simulation. As for the RICO case, most of the dry up-

drafts reach the cloud base where a fraction of them

terminates while the other condense and continue ris-

ing as moist updrafts. The maximum moist updraft

area peaks in the first simulation hour around 12%,

decreasing to 4% in the next hour and stabilizes around

8% between the third and the seventh hours. The de-

crease of the updraft area in the last 3 h is likely caused

by a rapid decrease of the surface latent and sensible

heat fluxes. Precipitation in the updrafts starts forming

around 2.5 h into the simulation with sufficient deep-

ening of moist convective clouds afterward. Between

the fourth and the seventh simulation hours, moist

precipitating updrafts account for approximately 4% of

the total area, decreasing in later hours as the area of

nonprecipitating moist updrafts decreases too.

The hourly averaged profiles of moist conserved

variables (in the lowest 4 km) and their vertical subgrid

fluxes (in the entire troposphere) at the early (second

hour), intermediate (fourth hour), and mature (sev-

enth hour) stages of convection from EDMF and LES

are compared in Figs. 13a–d. Figures 13e and 13f show

the EDMF decomposition of subgrid fluxes into the

four components for the seventh hour. The profiles of

subgrid fluxes are similar to those from the LBAnp

case, except that they penetrate deeper into the tro-

posphere. In addition, they do not show a peak in the

upper cloud layer because of the lack of extensive

cloudiness (see below). Similarly to the LBAnp case,

the subcloud layer gets warmer and drier over the

course of the simulation. However, this process is now

suppressed because of precipitation formation and its

feedback on the dynamics. At the seventh hour, the

near-surface layer is around 2K colder and 2 g kg21

moister than in the LBAnp case. In addition, the sub-

cloud layer is not that well mixed, which is particularly

noticeable for the vertical profile of total water mixing

ratio. Overall, the LES and EDMF results generally

agree well with each other in terms of the evolution of

the lower-tropospheric moist conserved variables and

their fluxes. One noticeable difference is that the

EDMF subcloud layer is somewhat too dry and too well

mixed, which is consistent with an excessive mixing in

the subcloud layer. This mixing is indicated by a 10%–

20% overestimation of the vertical subgrid flux of the

total-water mixing ratio in that region. Another im-

portant difference is that the flux of ice–liquid water

potential temperature is notably overestimated above

5 km at hour 7.

Figures 13e and 13f show that the nonlocal transport

by the updrafts is the main contribution to the subgrid

fluxes of moist conserved variables throughout the

subcloud and cloud layers. It also controls the vari-

ability of total fluxes among the ensemble members.

This variability is likely dominated by the differences

in interactions between the convective updrafts and

cold pools. Concomitantly, the eddy-diffusivity part is

an important component of total fluxes not only in the

subcloud layer but also in the cloud layer. The mass-

flux part due to the downdrafts is most significant

close to the cloud base and in the subcloud layer, while

the mass flux from the environment is important only

in the subcloud layer.

A comparison of the hourly averaged profiles of cloud

water mixing ratio (liquid and ice combined), cloud

cover, MSE, and rain rate is shown in Fig. 14. In contrast

to the LBAnp, here the overcast conditions do not de-

velop. Apparently, microphysical processes efficiently

remove the moisture from the upper troposphere

(transported there by convective updrafts), which pre-

vents the formation of extensive clouds. For the three

profiles shown, the mean cloud cover in the LES never

exceeds 10%. The profiles of cloud water mixing ratio

are fairly well reproduced by the EDMF model. One

notable difference is some underestimation of cloud

water between 3 and 6km at the seventh hour. Cloud

cover is well simulated for the first two profiles but is

notably underestimated in the lower troposphere and

overestimated aloft at the seventh hour. In the mid-

troposphere, most of the cloudiness in the EDMF is due

to the condensation within convective updrafts, with an

insignificant contribution from the nonconvective envi-

ronment. In the upper part, stratiform cloudiness in the

nonconvective environment is a predominant compo-

nent. After the seventh hour, the nonconvective cloud-

iness develops in the EDMFbut not in LES (not shown).

Arguably, these differences between EDMF and LES

are due to the missing representation of stratiform mi-

crophysics in the EDMF parameterization. The differ-

ences in the subgrid mixing between LES and EDMF

are also reflected in the differences of the MSE profiles.
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FIG. 13. LBA case. Profiles of hourly averagedmoist conserved variables: (a) uli and (b) qt in the lower troposphere,

and (c),(d) vertical subgrid fluxes of the moist conserved variables. The dashed lines represent the LES and the solid

lines represent the EDMF results. Shaded areas indicate the interquartile range from a 10-member EDMF ensemble.

TheLES fluxes include only the resolved part. All the results are centered on the second hour (red lines), fourth hour (green

lines), and seventhhour (blue lines). (e),(f)Contribution fromtheeddydiffusivity (green), updraftmass flux (blue), downdraft

mass flux (yellow), mass flux from subsiding environment (magenta), and the sum of all components (red) for hour 7.
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The evolution of MSE is similar to that for the LBAnp

case, with the main disparities present in the subcloud

layer: the EDMF model tends to provide too much

mixing, especially for the moisture field. On the other

hand, EDMF reproduces the profile of precipitation

rate quite accurately.

To understand the invigoration of convection by

cold pools, Fig. 15 shows a comparison of the cloud-

top heights and the precipitation rates for the LBA

and LBAnocp experiments. As already discussed

by Kurowski et al. (2018), the LES cold pools start

to invigorate convection after the fourth hour (which

is approximately when cold pools start to invigo-

rate convection in the EDMF too; see Fig. 12). The

LBAnocp case is associated with a much shallower

convective layer, which never exceeds the height of

8 km, resulting in much weaker surface precipita-

tion. As shown in Fig. 15, the difference between the

LES LBA and LBAnocp experiments for surface pre-

cipitation and cloud-top height is well reproduced by

the EDMF model. Therefore, a simple EDMF pa-

rameterization of the cold pool effects still allows for

a physically sound representation of the transition

from shallow to deep convection. We performed two

FIG. 14. LBA case. Profiles of hourly averaged (a) cloud water mixing ratio (sum of liquid and ice), (b) cloud

cover, (c) moist static energy, and (d) precipitation rate. The dashed lines represent LES and the solid lines rep-

resent the EDMF results. Shaded areas indicate interquartile range from 10-member EDMF ensemble. All the

results are hourly averaged values around the second hour (red), fourth hour (green), and seventh hour (blue).
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complementary experiments to investigate how cold

pools invigorate convection in EDMF (not shown). In

the first experiment, cold pool activity affects only the

entrainment rate for the updrafts and downdrafts, as

governed by Eq. (30), while the surface updraft con-

ditions remain unaffected by cold pool activity. In the

second experiment, only the surface updraft conditions

are affected by cold pools [as governed by Eq. (31)]

while the entrainment rate is not affected. The re-

sults indicate that the primary role of cold pools is in

decreasing the entrainment rate, while the modifica-

tion of surface updraft conditions is less significant.

4. Summary and conclusions

A unified parameterization of the boundary layer,

shallow convection, and deep convection, suitable

for low-resolution weather and climate models, has

been developed. The new parameterization is based

on the stochastic multiplume eddy-diffusivity/mass-

flux (EDMF) model (Suselj et al. 2013, 2019), which in

this work has been extended to also represent pre-

cipitating convection. In the EDMF model, the sub-

grid domain is decomposed into a quasi-quiescent

environment and a family of convective plumes,

which consists of updrafts and downdrafts. The up-

drafts are initiated at the surface and extend up to

the level of vanishing vertical velocity. Depending

on their properties and individual stochastic interac-

tions with the environment they can remain dry, or

condense and eventually precipitate. Precipitating

updrafts form complementary evaporatively driven

downdrafts that can induce cold pool effects and

modify the properties of subsequently developing

plumes. These effects are currently represented

by reducing the updraft entrainment rate and by en-

hancing the updraft surface moisture, buoyancy, and

vertical velocity. The decreased entrainment rate

represents the effects of convection organization, as

the updrafts become less exposed to the environment,

and the modification of the near-surface plume con-

ditions represents the development of moist and

buoyant near-surface patches associated with the

convergence regions over which convection develops

(e.g., Kurowski et al. 2018). Microphysical processes

associated with the updraft dynamics are modeled

with a relatively simple parameterization accounting

for the liquid, mixed, and ice phases.

Each of the plumes can represent a different type of

convection that can all coexist within the subgrid do-

main. Moreover, the new scheme facilitates seamless

transitions between the dominant types of convective

regimes without using any closure assumptions or ar-

bitrary trigger functions. Instead, the transitions are

obtained through the coupling between the evolving

updrafts and the environment. This adaptive behavior

distinguishes the proposed scheme from traditional

parameterizations, which usually have to determine

the regions of convective activity and a dominant type

of convective regime.

The new parameterization has been implemented

in a single-column model (SCM) framework, which has

been used to simulate two benchmark test cases. The

first case involves a slowly deepening, precipitating

marine cumulus field. The second case regards the di-

urnal cycle of continental deep convection, which is

particularly challenging as it requires a realistic rep-

resentation of the transitions from dry to moist shallow

and finally to deep precipitating convection. To eval-

uate the performance of the new parameterization, we

compare the EDMF results against the reference large-

eddy simulations (LESs). The results obtained are en-

couraging, as the new model is capable of representing

the main features of convection, such as the depth of

FIG. 15. The LBA and LBAnocp cases. Time series of the (a) cloud-top height and (b) cumulative surface

precipitation. Black lines represent the LES result and red lines denote the ensemble mean from 10 EDMF

simulations. Solid lines represent the LBA results and dashed lines represent the LBAnocp results.
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the convective layer and its thermodynamic and dy-

namical properties, as well as its evolution. The simu-

lated surface precipitation rates are generally close to

the LES results, although the onset of convection is

somewhat premature. This small bias is apparent for

the continental convection case, indicating that EDMF

initiates convection too efficiently. To study the effects

of rain formation in EDMF, we perform additional

simulations without rain formation to contrast the re-

sults with the complete setup. Although the compari-

son reveals that EDMF is somewhat too efficient in

terms of the vertical transport, the results remain in a

good agreement with LES.

We are implementing the new parameterization

in a GCM to verify its performance for a much broader

range of atmospheric conditions. This includes investi-

gations of the effects of the new parameterization on

global circulation patterns, spatial and temporal distri-

butions of precipitation, the diurnal cycle of convection,

and the representation of longer time-scale variability

in the tropics (such as the Madden–Julian oscillation).

While these tests help to evaluate the parameterization,

we continue to improve the parameterization within

the SCM framework. In particular, it is important to

examine the sensitivity of model results to key param-

eters (such as those defining the velocity scale of cold

pools and microphysics). Other potential improve-

ments can be obtained by (i) coupling more advanced

microphysical parameterizations to the convective

plumes, (ii) modeling stratiform microphysics to-

gether with a more advanced PDF-based cloud for-

mation scheme, and (iii) introducing interactions

between the convective updrafts to further represent

the effects of convection organization.
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APPENDIX A

Numerical Integration of the SCM Model Equations

Time integration in the SCM model is performed as

follows. At the beginning of a time step, the updraft

and downdraft properties are computed as described in

sections 2d–f. To solve the updraft equations [Eq. (11)]

efficiently, we neglect the source terms due to evapo-

ration and melting of precipitation in the updrafts (i.e.,

Sev
qt ,un

, Sev
uli
, and Smelt

uli ,un
). These source terms are, however,

considered when computing the source terms for grid-

mean thermodynamic variables [Eq. (5)] and the ver-

tical profile of precipitation rate [Eq. (18)]. In addition,

we neglect the impact of precipitating water loading on

the updraft buoyancy (in the definition of virtual po-

tential temperature). Without these simplifications, the

updraft equations describe a complex two-point bound-

ary layer problem as the boundary conditions for prog-

nostic variables are defined at the surface while the

boundary condition of zero precipitation rate is imposed

at the termination height of the updraft. The known

methods for solving these types of problems require it-

erative approaches (Press et al. 1992). As the height of

the upper boundary condition (i.e., termination height

of the updraft) is a function of thermodynamic proper-

ties of the updraft, it is not straightforward how to

design a converging iterative method.

Next, the values of prognostic variables in the non-

convective environment and its fractional area are

evaluated with the residual approach [Eqs. (35) and

(A4)]. Condensed water and cloud cover in the envi-

ronment are computed as described in section 2h, and

the values of diagnostic variables (potential tempera-

ture, water vapor, etc.) in the environment are evalu-

ated. The mean values of diagnostic variables and

source terms are computed as the area-weighted av-

erages of the three components [Eqs. (4) and (5)]. The

final step before time integration is the computation of

total subgrid vertical fluxes [Eq. (7)].

For consistency and numerical stability, the prognostic

SCM equations [Eqs. (1) and (2)] are integrated with a

single (i.e., without any time- or process-splitting ap-

proximation) forward-in-time semi-implicit numerical

solver, from the time t to the time t1Dt. In this solver,

the large-scale horizontal advection and source terms

are treated explicitly (i.e., they are taken at the time t),4

whereas the vertical advection term is treated implic-

itly (taken at time t1Dt) and the subgrid fluxes are

treated semi-implicitly. For this, the equation for

subgrid-scale fluxes [Eq. (7)] is rewritten with the

help of Eqs. (4), (6), and (8), so that it does not ex-

plicitly contain the values that represent environmen-

tal properties:

w0u0 52au

›u
›z

1bu1gu , (A1)

4Only the dissipation of TKE is semi-implicit.
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where the terms au, b, and gu are the functions of

the updraft and downdraft properties, mean vertical

velocity, mixing length scale, and TKE:

au 5 a
e
lu

ffiffiffi
e

p
, (A2)

b52
�
N

n51

a
un

w
un
2w

� �
1 �

M

m51

a
dm

w
dm

2w
� �

a
e

, (A3)
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n51
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w

un
u

un
1 �
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dm
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,

(A4)

with the environmental fraction area expressed as

a
e
5 12

 
�
N

n51

a
un
1 �

M

m51

a
dm

!
. (A5)

In the solver, the mean values in the Eq. (A1) are

evaluated at t1Dt, while the terms au, b, and gu are

taken at time t. The time integration is expressed with a

linear system of equations whose solution requires an

inversion of a tridiagonal matrix, which is obtained

with a simple Gaussian elimination.

APPENDIX B

Numerical Integration of theMass-Flux Equation for
the Updrafts

Suselj et al. (2014) discussed challenges related to

discretizing the updraft equation [Eq. (11)] without

source terms (i.e., for Su,un 5 0). In such a case, this

equation represents an exponential relaxation of the

updraft property uun
toward its environmental value u.

Suselj et al. (2014) showed that, if the updraft equation is

discretized with the upwind scheme, vertical grid spac-

ing Dzmust be finer than the inverse of the entrainment

rate (Dz, «21
un
), or else the numerical solution for the

updraft property overshoots the asymptotic environ-

mental value (which is absolutely nonphysical). Since

lateral entrainment is modeled as a random process that

is in principle unlimited, if one uses the upwind differ-

encing scheme, then an additional constraint for the

entrainment rate is needed (which would be a function

of the vertical resolution of themodel). A second type of

numerical issue arises when the source terms in Eq. (11)

are nonzero and the vertical velocity becomes small

(usually around the top of moist convective updrafts).

There, if the last term in Eq. (11) is not discretized

carefully, it can be unreasonably high. Below we

derive a numerical discretization of the updraft equa-

tion that avoids these two problems. For clarity, we

omit the index u referring to individual updrafts of the

ensemble.

We start with the updraft equation for total-water

mixing ratio qt,un and rewrite Eq. (11) into a generalized

form:

›q
t,un

›z
5 �

K

k51

Ak
qt ,un

, (B1)

whereK is the number of processes affecting the vertical

distribution of qt,un, which are symbolized by A. For

moist precipitating convection, K5 3 as three processes

modify the updraft total-water mixing ratio: lateral

entrainment A1
qt ,un

5 «un(qt,un 2qt), precipitation forma-

tion A2
qt ,un

5 Sac
qt ,un

/wun, and precipitation evaporation

A3
qt
5 Sev

qt ,un
/wun. Because we do not compute the evapo-

ration rate simultaneously with the integration of ther-

modynamic variables,weomit theA3 term in the derivation

of the numerical integration scheme. For the same rea-

sons, when solving the equation for uli,un, we omit the

source term due to melting of precipitation. The vertical

gradient of qt,un is estimated as a sum of the gradients

from the processes described by Ak
qt ,un

. This is a method

similar to the process splitting used by atmospheric

models for the time integration of physical tendencies

(Williamson 2002). Therefore, the fractional contribu-

tion from the kth process is given by

›qk
t,un

›z
5Ak

qt ,un
, (B2)

with the initial condition qk
t,un

(z)5 qt,un(z).

Knowing the solution at the height Dz, one can com-

pute the solution at the height z1Dz as a sum of the

fractional contributions:

q
t,un

(z1Dz)5 q
t,un

(z)1 �
K

k51

qk
t,un

(z1Dz)2 qk
t,un

(z),

(B3)

The value of qk
t,un

(z1Dz) is obtained by analytical

integration of Eq. (B2) from z to z1Dz.
To compute q1

t,un
(z1Dz), we assume that qt and «un

are both constant between z and z1Dz, with their

approximate values determined at midlevels (i.e., at

z1 1/2Dz). The analytic solution with the boundary

condition of q1
t,un

(z)5 qt,un(z) is given by
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q1
t,un

(z1Dz)5 q
t,un

(z)1 [q
t
2 q

t,un
(z)](12 e

2«un
Dz
) .

(B4)

The source term due to autoconversion A2
qt ,un

[see

Eq. (15)] can be rewritten as

›q2
t,un

›z
52

q
t,un

2 q*,un
t
p
w

un

H q
t,un

2 q*,un

� �
, (B5)

where q*,un [ qs,un 1 q0, qs,un is the saturated water mix-

ing ratio for the nth updraft, q0 is the threshold above

which precipitation occurs, and H is the Heaviside

step function (which is 1 for positive arguments and 0

otherwise). Analytical integration of Eq. (B5) with con-

stant tp and constant vertical velocity (evaluated at the

height z) yields

q2
t,un

(z1Dz)5 q2
t,un

(z)2 q
t,un

(z)2 q*,un

h i
3f12 e

2Dz/[wun
(z)tp]gH q

t,un
(z)2 q*,un

h i
.

(B6)

The updraft equation for ice–liquid water potential

temperature is discretized in a similar manner, except

that the partial solution related to the precipitation

formation source term is proportional to the one for the

total-water mixing ratio:

u2li,un
(z1Dz)2 u2li,un

(z)52
L

c
p
p
[q2

t,un
(z1Dz)2 q2

t,un
(z)].

(B7)

Combining all terms, the final form of the numerical

solution at the z1Dz level for the updraft properties is

given by the following set of equations:

q
t,un

(z1Dz)5q
t,un

(z)2DqM
t,un

(12 e
2«un

Dz
)

2Dq+
t,un

f12 e
2Dz/[wun

(z)tp]gH(Dq+
t,un

),

(B8)

u
li,un

(z1Dz)5 u
li,un

(z)2DuMli,un(12 e
2«un

Dz
)

1
L

pc
p

Dq
t,un
* f12 e

2Dz/[wun
(z)tp]gH(Dq+

t,un
),

(B9)

u
un
(z1Dz)5 u

un
(z)2DuM

un
(12 e

2«un
Dz/3

un
) , (B10)

y
un
(z1Dz)5 y

un
(z)2DyMun(12 e

2«un
Dz/3

) , (B11)

where DuM
un
[uun

(z)2u(z1 1/2Dz) for u5 fuli, qt,

u, yg is defined as the difference between the mean and

the updraft value of the corresponding variable, and

Dq+
t [ qt,un(z)2 q*(z) is excess of total water over the

autoconversion threshold.

The solution for the updraft vertical velocity is

obtained by analytically integrating Eq. (12) from

z to z1Dz for constant buoyancy B (taken at

the height of z1Dz/2) and constant entrainment

rate «un:

w2
un
(z1Dz)5

w2
un
(z)e

22bw«un
Dz
1

a
w
B

un

b«
un

(12 e
22bw«un

Dz
) , if b«

un
6¼ 0

w2
un
(z)1 2a

w
B

un
Dz , if b«

un
5 0

.

8>><
>>: (B12)

Note that the termination height of the nth updraft is

defined at the level where w2
un

is nonpositive.

APPENDIX C

Numerical Integration of theMass-Flux Equation for
the Downdrafts

The mass-flux equations for the downdrafts are inte-

grated downward from the height where the downdraft

is initialized to the surface in a similar manner to how

the updraft equations are integrated from the surface to

their termination height. For clarity, in the following

discussion we omit the index d denoting individual

downdrafts. To perform this integration, we first write

the evaporative source term [from Eq. (23)] in the fol-

lowing form:

Sev
qt ,dm

5
q
s,dm

2 q
y,dm

t
E,dm

H(q
s,dm

2 q
y,dm

), (C1)

where we defined tE,dm as

t21
E,dm

[
k
e

q
s,dm

ffiffiffiffiffiffiffiffiffiffiffiffi
RR

dm

q
(C2)
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and where qs,dm is the saturated water vapor mixing ratio

in the corresponding downdraft and other symbols are

the same as in Eq. (23).

For integration between level z to z2Dz the final

equations for downdraft properties are

q
t,dm

(z2Dz)5 q
t,dm

(z)2DqM
t,dm

(12 e
2«dm

Dz
)

2Dq+
t,dm

f12 e
2Dz/[wdm

(z)tE,dm
]gH(2Dq+

t,dm
),

(C3)

u
li
(z2Dz)5 u

li,dm
(z)2DuMli,dm(12 e

2«dm
Dz
)

1
L

pc
p

Dq+
t,dm

f12 e
2Dz/[wdm

(z)tE,dm
]g

3H(2Dq+
t,dm

), (C4)

u
dm
(z2Dz)5 u

dm
(z)2DuM

dm
(12 e

2«dm
Dz/3

) , (C5)

y
dm
(z2Dz)5 y

dm
(z)2DyMdm(12 e

2«dm
Dz/3

) , (C6)

where similarly to the updrafts DuM
dm

[udm
(z)2u(z2

1/2Dz) for u5 fuli, qt, u, yg is the deviation of the

downdraft property from the mean, and Dq+
t,dm

[ qt,dm

(z)2 qs,dm(z) is the saturation excess/deficit. As the

downdrafts are unsaturated, Dq+
t,dm

is generally negative.

For numerical purposes, the additional limit that RR

must be nonnegative is imposed.

The discretized equation for vertical velocity in the

downdraft is

w2
dm
(z2Dz)5

w2
dm
(z)e

22bdm
Dz 2

a
w
B

dm

b
dm

(12 e
22bdm

Dz
) , if b

dm
6¼ 0

w2
dm
(z)2 2a

w
B

dm
Dz , if b

dm
5 0

,

8>><
>>: (C7)

where buoyancy Bdm is evaluated at a midlevel z2Dz/2
and parameter bdm

is defined as

b
dm

5 b
w
«
dm

1
1

2(z2Dz)
max

�
12 exp

�
z2Dz

z
00

2 1

�
, 0

	
.
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